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**Handing in**

Upload a single report in form of a PDF. E.g. make a scan. Hand in code in form of a single zip file. Submissions by email or other types of archives are not accepted. Thank you for your understanding.

For the first part (a) include in the report a short description of your result, the best policy and your interpretation of the role of the two parameters alpha and gamma. For the second part (b) include the required explanations.

**Filling in**

**You can use this Word file to answer your questions in a digital form. Alternatively, you can print the document, fill it in, and upload a scan. Make sure that we can read your handwriting.**

**Graded: Code and Paper assignment: Q-learning**

Your task is to implement the SARSA algorithm for a simple single player game, in which an agent explores the environment, collects rewards and eventually arrives in the destination state, finishing the game (e.g. snake game, PacMan). Your goal is to maximize the final score (which is obtained by arriving in the shortest time to the destination state), while also exploring the environment. The grid is 4x4 and the set of valid actions are move up, down, right, left, except for the boundary walls, where only specific actions are possible. All the other values are currently initialized, but you can adjust them as you consider. A part of the code is provided for you in Canvas (tutorial6.ipynb); your task is to complete the missing steps, including the update of the value function.

The algorithm is the following:

For each initialize the state to zero

Start from a random state s

Do forever:

* Select an action randomly and execute it
* Receive immediate reward
* Observe the new state
* Update the table entry for as follows
* ![](data:image/x-wmf;base64,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)
* Make the transition
* If is the destination state, then stop

Include in this report your observations about the process, the obtained Q matrix and your interpretation about the role of the two parameters alpha and gamma and how do they affect the final policy.

The process of that algorithm simply consists of the following:

* First initialize random state in the 4x4 grid
* For X (=100 for us) number of iterations:

Until we reach a terminal:

1)Initialize new random action from the current state

2)Calculate the next state and the new reward of our current state

3)Update the Q table at the current state

What I observed in the process is that we make 100 iterations in order to “train”(and update) our Q values the most as possible in all the possible ways.

Those iterations represent a “simulation” of the agent on the grid in order to get the quality of specific actions in specific states.

At the end of the process, we can compute our final Q table to make the decision of the agent.

**Best policy for maximizing the score (include it as a matrix/drawing)**

**After several(100) computations (iterations) of the Q table update from a random state, I computed the final update of that table and got the following output:**

![](data:image/png;base64,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)

**The aspect of the table can be explained easily. In fact, our terminal points were the two coordinates (0,0) and (4,4), those states contain the quality value of 0 because they are our point and each other reward are negative because the initial reward was -1.**

**Now, let’s analyze the other states. From each point of our table (state), there exists an “optimal” path that follows the best rewards on the table. Indeed, since the SARSA algorithm chooses the action that was actually chosen randomly, the agent explores the environment, collects rewards and arrives in the destination state, finishing the game** **with a maximized final score.**

**Explanation of the role of the parameters:**

**The main role of the alpha parameters, aka the learning rate, is to handle the update of the Q value (if alpha was equal to 0, the quality would not be updated and the Q table would be null). Indeed, it manages the proportion of the new quality compared to the old one.**

**For the gamma, aka the discount factor, its point is to “scale” the new rewards as better or worth than the immediate rewards. If that value was equal to 0, the agent would consider only the future reward, which would make it too optimistic.**

**The grid size modifies the complexity of our algorithm. The bigger the grid is, the more we have to iterate and update the Q table to be more accurate.**

**The state terminals:**

* **The number of state terminals changes the number needed of iterations. Indeed, the more there are terminals, the faster we will reach one of them.**
* **The location of state terminals also changes the iterations number. As above, the more the location of the state terminals is in the middle, the faster we will reach one of them.**

**The valid actions have not a big impact on the number of iterations since either way, it’s random so, until we reach a terminal, we will still use a random. At least the actions need to be consistent with our problem.**

**The current reward value is important at the beginning of the process since each first update of the Q value are computed from it, but its value doesn’t really matter as soon as it is not null.**

**The number of iterations modifies the accuracy of our Q table, the higher that number is, the more accurate are our Q values.**

**Graded: Paper assignment: K-Means**

Given the following data set, show (with drawings) and explain (with your own words) the different steps of a k-means algorithm when k=2. Show and explain individual steps of the algorithm – not just full iterations.  
(Explanation of symbols: o = data points; 1 = marker for first centroid, 2 = marker second centroid)

|  |  |
| --- | --- |
| Step 1 (not iteration!):  **1**  **2**  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  *Initialization: Centroids get assigned to random locations. Here two random points from the data set are picked as initial seeds.* |
| Step 2 (not iteration!):  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  For each instance in the model, assign (not reassign because it’s the first iteration) to that instance the cluster of the nearest centroid. |
| Step 3 (not iteration!):  1  2  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  Now, simply initialize the new centroids in the model corresponding to the average center of each cluster (the centroids could be instances or locations in the model). |
| Step 4 (not iteration!):  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  One more time, for each instance in the model, reassign to that instance the cluster of the nearest centroid. |
| Step 5 (not iteration!):  2  1  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  Again, initialize the new centroids in the model corresponding to the average center of each cluster (the centroids could be instances or locations in the model). |
| Step 6 (not iteration!):  x  y  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o**  **o** | Explanation:  Finally, we can see that we can’t neither reassign nor re-initializing new centroids because the clustering has converged. |